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Abstract. Self-organizing software systems are an increasingly attractive approach to highly distributed, decentralized, dynamic applications. In some domains (such as the Internet), the interaction of originally independent systems yields a self-organizing system de facto, and engineers must take these characteristics into account to manage them. This review surveys current work in this field and outlines its main themes, identifies challenges for future research, and addresses the continuity between software engineering in general and techniques appropriate for self-organizing systems.
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1 Introduction

A few decades ago, the idea of self-organization was an intriguing option in the design of a computer application, and its proponents could engage in spirited debate with more classical views of software structure. Today, in many domains (particularly those based on computer networks), the question is no longer whether to use self-organization. Real-world open systems with thousands of autonomous components do in fact organize themselves, for better or for worse. The challenge before us is to understand this dynamic and learn how to manage it [123].

There is no lack of activity around software systems that in one way or another control themselves without direct human intervention. In an attempt to focus this review, we distinguish three kinds of systems: autonomous, self-adaptive, and self-organizing.

An autonomous system is one that senses and responds to its environment. The vast research world of agent-based and multi-agent systems is concerned with such systems. Self-organizing systems are made up of autonomous systems, but not every autonomous system is self-organizing.

A self-adaptive system is an adaptive system that responds to change without intervention by its creator (thus the “self”). The change may be in the environment, or it may be within the system itself (for example, a fault condition). The difference between a self-adaptive system and an autonomous system is a matter of perspective. If
the environment were static, there would be nothing for an autonomous system to respond to, so every autonomous system in fact adapts in one way or another to environmental change. When we call a system self-adaptive, we imply that the change with which the system must cope is unusually large and potentially disruptive.

The self-organizing system is a special kind of self-adaptive system. We emphasize two points of refinement.

First, as the use of the term “organize” suggests, a self-organizing system consists of multiple components that can change their interrelations. A single agent could be self-adaptive, but we would not call it self-organizing. Definitions of self-organization often invoke the notion of disorder or “entropy” across the population of elements [51, 100].

Second, we are particularly interested in systems whose response to change does not require centralized reflection. Much work on self-adaptive software requires the system to have an internal representation of its goals [60], or a model of its own architecture [87], or a set of explicit policies (“in case of X, do Y”) [40, 48], to guide its adaptation. We are focused on systems that require neither such explicit representations nor a central module to manage the change in the system in response to disruption. Because of this distinction, a hierarchical feedback control system, while composed of many different parts, would still be considered self-adaptive rather than self-organizing.

While this distinction is important and useful [83], we will consider some work that does not completely meet this objective. After all, we are dealing with software engineering, not software science, and progress often depends on drawing inspiration from many sources [40, 142].

In Section 2, we review the state of the art in software engineering for self-organizing systems. Section 3 summarizes some major trends that we see in current practice. Section 4 outlines directions for future research. Section 5 summarizes how this particular flavor of software engineering relates to the broader field, and Section 6 concludes.

2 State of the Art

In this section, we begin by reviewing some of the immense literature in this field, then survey applications of self-organizing systems and some of the main mechanisms that they employ.

2.1 Literature

Our focus here is on survey articles or programmatic discussions. Later sections of this review will consider more specific studies.

While we distinguish self-organization from self-adaptation, we stand on the shoulders of extensive work in autonomous and self-adaptive software. The classic notion of a feedback control loop can be traced back to the nineteenth century [82], and it was natural for the idea to be applied to computer programs, largely under the
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inspiration of Norbert Wiener [146]. The flavor of adaptive control in robotic and manufacturing systems was captured in NIST’s Real-time Control System (RCS) reference architecture [1, 2]. Later, IBM’s Autonomic Computing Initiative [69, 73] sought to apply these techniques to purely informational systems.

Autonomous systems are the focus of much robotic research, and application concerns have led to recent efforts to define a scale of autonomy [67] and develop methods to test a system’s autonomy [70].

Self-adaptive software has been the object of two recent seminars at Schloss Dagstuhl [29, 52], and a special issue of the Journal of Systems and Software is in preparation on this topic [145]. The topic is the object of a careful review article [114], whose approach (focusing on the functions of monitoring, detecting, deciding, and acting) very clearly captures the reflective nature of self-adaptation as opposed to self-organization.

The design and control of self-organizing software per se was the focus of four editions of the ESOA (Engineering Self-Organising Applications) workshop [21, 24, 25, 41], and is treated in Gershenson’s recent dissertation [50], and a wide range of shorter studies will be identified in later sections of this review. The areas of self-adaptive and self-organizing systems together are the focus of the ongoing IEEE International Conferences on Self-Adaptive and Self-Organizing Systems (SASO) [116].

2.2 Applications

Self-organization has been applied to a wide range of problems. As noted in the introduction, self-organization is unavoidable in distributed systems, especially open ones, such as networks [15, 61, 64, 123] and water distribution [42], and highly desirable in managing large numbers of robots [53-55, 118, 120] and in agile manufacturing settings [19, 94, 109, 132], where it competes with hierarchical control systems, including holonic schemes [26, 133] that we would consider self-adaptive but not self-organizing. In purely informational settings self-organization has been used to coordinate multiple theorem provers [36], to enable documents to organize themselves [104] and find likely users [20, 62], and to reassign tasks among agents [31, 88]. Mechanisms inspired by wasps and termites have been demonstrated for self-organized construction of physical systems [140].

2.3 Mechanisms

A wide range of instances of self-organization in nature have been isolated and characterized to the point that they can be applied in artificial systems [14, 27, 93]. These derive mostly from social animals (pheromone systems [72, 99, 108, 109, 117, 119, 134, 137], stimulus-based load balancing [140], insect clustering [58, 59, 76, 84, 104, 138], firefly synchronization [130]), but markets [32, 106, 107] and physical systems

---

1 Not all studies that take the name “self-organizing” satisfy our definition of the field as distinct from self-adaptation.” We would class some of the work reported in venues devoted to “self-organizing software” as in fact only self-adaptive.
such as potential fields [46, 80, 81, 128, 143] have also been invoked. While these mechanisms can be characterized in terms of feedback control, in their natural settings they are highly decentralized and do not rely on explicit models of the structure, goals, or policies of the overall system, thus qualifying as self-organizing and not just self-adaptive.

2.4 Reflection on the State of the Art

While self-organizing solutions have been widely explored, they tend to have two limiting characteristics [142]. First, most applications demonstrate the capabilities of a single mechanism, and do not consider the potential interaction of a toolkit of mechanisms. Second, among software engineers there is relatively little work on the theoretical foundations of these mechanisms. We will return to these themes when we outline directions for future work.

3 Outline of Main Trends

Several general trends are apparent from this brief and highly selective review: decentralization, openness, imitation of nature, and reliance on simulation. To a large degree, these characteristics reflect our definition of “self-organization,” but they are common enough in practice to justify focusing on systems that exhibit them.

3.1 Decentralization

Since we distinguish self-organization from self-adaptation partly by the multi-component decentralized nature of the former, decentralization is not surprising, but it is worth refinement and reflection.

Decentralization is not a black-or-white dichotomy. It is useful to distinguish three levels, and in a highly populous system with heterogeneous members, one can imagine gradations and combinations along this spectrum.

At one extreme, and outside our purview, are centralized systems, in which all decisions are made at a single location. We include here not only monolithic systems, but also hierarchical feedback control systems [1]. Holonic systems were originally motivated by emergent dynamics over a hierarchy that defines scale rather than control [75], but engineered holonic applications often look very much like hierarchical control [16, 26, 113]. We can view such systems as centralizing two kinds of information: declarative information about the current state of the system, and imperative information that determines next steps.

At the other extreme are systems in which each entity interacts only with those in its local vicinity. Its neighborhood defines its view of the state of the world (declarative information), and it can only act within that narrow purview (imperative information).

At an intermediate level, the state of the system (declarative information) is collected centrally and made available to all components, but all action is taken locally.
In some cases, one can detect movement along this cline. For example, one team began working with multiple interacting theorem provers in a centralized setting [37], but then revised the system to use global information but only local decisions [36]. In recent work in other domains, their design has moved to a distribution of both declarative and imperative information [42]. A motivation for this movement is the increasing need for real-time response [38], which can be hindered if multiple layers of hierarchy need to be queried to make a decision [144].

There is a limitation to complete localization of interaction: it limits look-ahead. “It only functions acceptably when the (recent) past is representative for the (near) future” [131]. Predictive mechanisms have been proposed to address this problem [30]. A particularly interesting class of problems uses a second-level self-organizing system to make these predictions through a model of the world in which interactions are spatially local but are allowed to evolve faster-than-real-time into the future [63, 97, 102].

Market systems represent an interesting segment of the centralized-decentralized spectrum. Classical Walrasian markets depend on posting bids centrally so that agents can make local decisions [32], thus embodying our midpoint of global declarative information and local imperative information. However, an alternative form of market, Edgeworth barter [4], allows agents to interact pairwise, and still guarantees global convergence. This form of market is completely distributed, and has been applied to problems of distributed constraint optimization [106, 107].

3.2 Openness

In building a self-organizing system from the ground up, one can impose homogeneity on the elements. However, the kinds of self-organization that are being imposed on us (say, through the internet) force us to deal with systems whose elements do not conform to a single blueprint.

Openness greatly increases the complexity of a system. Any single element needs to be prepared to interact with everything outside of its own boundary, which now includes not only other elements that are like itself, but also technical, geographic, political, social and economic realities [39, 123]. Because we cannot predict all of these influences in advance, the line between the preparation of the system (its specification, design, implementation, and testing) and its operation is greatly blurred, a distinction to which we shall return.

In a closed system, entities can be designed to interact directly with each other. The need to cope with an open system has led researchers to focus on a common framework or infrastructure. Any agent that can interact with this infrastructure can be included in the system. At the most primitive level, the physical world is the infrastructure, and agents must have physical sensors and actuators to deal with it (an approach exploited in the axiom that “the world is its own best model” [18]. In the natural world, animals sometimes use the physical world to hold arbitrary markers (for instance, insect pheromones), which is one form of stigmergy [56] (the other being functional changes in the world). Disembodied agents require a computational
framework, and a major line of research [3, 135] is focused on designing such frameworks and their component mechanisms [90-92, 136].

The framework approach to openness imposes a “lowest-common denominator” on all interacting components. There is a trade-off between the simplicity of the common interface to the framework and the range of entities that can interact. A very simple interface supports the widest range of entities, but also limits the amount of information that the entities can exchange [131]. For example, a market is a framework that permits open interaction among a wide range of economic actors by reducing all considerations to a single scalar, price, discarding much detailed information along the way. This consideration has led to the development of relatively sophisticated interaction languages, such as tuple spaces [28, 78] and highly structured symbolic “pheromones” [109].

Openness has implications for the security of a system, in two opposing directions. On the one hand, the more open a system is, the fewer restrictions are imposed on an element that seeks to participate in it, and the easier it is for malicious elements to insert themselves into the system’s operation. On the other hand, the more decentralized and localized a system’s decisions are, the harder it will be for a malicious element to understand and manipulate the overall state of the system. Roughly, open systems are easier to infiltrate than closed ones, but tend to limit the extent of damage that can be done. On this subject, engineering of self-organizing systems needs to draw extensively on work on cyber-security and trust.

3.3 Imitation of Nature

We have already observed (Section 2.3) that mechanisms for self-organizing systems tend to be drawn from nature, and in particular from biological systems. This tendency can be traced directly to the problem of openness, which organisms must confront in order to survive. The more sophisticated the organism, the more structure it can impose on its own environment, and the less open that environment becomes to other entities. A parade example is the rich linguistic mechanisms that humans use to coordinate with one another. Computational mechanisms modeled on human consciousness and linguistic interaction are the holy grail of AI research, but still beyond our grasp. Artificial versions of cognition have been described as autistic [131] and schizophrenic [65, 125], “idiot savants” with focused capability but lacking adaptability. This may lie behind the preference for simpler insect models in self-organizing software [131], though in fact a more careful analysis suggests humans often use the same kind of simple mechanisms that insects do [95].

3.4 Simulation

Simulation, rather than formal analysis, plays a prominent role in the engineering of most current self-organizing systems [148]. The complexity of these systems makes the development of formal models difficult [65]. In fact, a set of even very simple agents interacting with one another has the computational power of a Turing machine
Some proponents of simulation argue that a simulation, being a computer program, is a partial recursive function, and thus refuse to recognize any distinction between simulation and formal analysis [45]. The issue is not one of formal structure, but of insight. A computer program, while every bit as formal as a proof, has a very different structure. Most program structures are algorithmic: first do X, then do Y, and then do Z? Such a structure does not lend itself to determining properties such as whether the system will halt, how rapidly it converges, how thoroughly it explores the space of possible behaviors, and whether its equilibria are stable or unstable. The results of Edmonds and Bryson [44] warn that in general such characterizations are unattainable, but as with many formal results, there are special cases where formal methods can support the engineering of self-organizing systems, as we shall see in the next section.

4 Challenges for Future Research

The themes of current systems highlight a number of opportunities for future research. These opportunities are not unexplored, but represent the cutting edge of current work in this field. We consider first the problem of composing more complex systems, then the challenge of characterizing and controlling an existing system, and finally the objective of understanding self-organizing systems formally.

4.1 System Composition

In Section 2.4, we observed that most current applications focus on a single mechanism or phenomenon. Weyns [141] demonstrates the integration of multiple mechanisms in an industrial application, but such hybrid approaches are the exception rather than the rule. Beal suggests that “the composition of phenomena into a larger complex system is rather understudied” [9], and identifies three areas that must be pursued.

First, self-organizing phenomena must be reduced to primitives with well-characterized properties and interfaces. The idea of method fragments [111] is to decompose an approach into fragments using SPEM [89] as the underlying formalism, so that they can be reused and combined with each other. A small but growing circle of activity in defining self-organization mechanisms as software design patterns [35, 47, 63, 72] is also a step in this direction.

Second, we need means of composition that allow self-organizing phenomena to be combined with predictable results. Current efforts that emphasize the centrality of frameworks [3] and architectures [141] are seeking to address this problem, but the need for “predictable results” awaits advances in formal analysis (Section 4.3).

Third, we need means of abstraction that allow details of a complex self-organizing system to be hidden when engineering or analyzing larger subunits. This characteris-

2 Declarative languages are an exception, and represent an important research topic.
tic, identified by Simon as critical to artificial systems [126], is also likely to depend on further formal insights.

The imitation of nature that is so common in identifying individual mechanisms for self-organization holds promise here as well, if we shift our focus from the individual organisms or species to the level of the ecosystem [9, 19, 71, 74, 105, 115, 137]

4.2 System Characterization and Control

People build systems to perform some task, and need to be able to characterize their behavior and control them.

At design time, we need to understand a range of trade-offs that self-organizing mechanisms impose. These include [38] locality vs. optimality, optimality vs. flexibility, scalability vs. efficiency, efficiency vs. centralization, centralization vs. decentralization, exploration vs. exploitation, and greediness vs. purposefulness. (All of these trade-offs presume that we have well-defined measures of each property, itself a major research challenge). Depending on the requirements of the application, certain regions of each of these scales may qualify as faulty behavior, and techniques of safety engineering can be adopted to identify and avoid them [39].

As the system is operating, we need ways to characterize its behavior. Observing and analyzing the series of events that it generates is one way to gain this insight [68]. One important challenge in this task is that while the nature of the system’s behavior as acceptable or unacceptable manifests at the system level, our self-organizing agenda requires us to focus on locally observable phenomena. Information theoretic measures such as the entropy over agent options [22] or over signals passing between agents [64, 66] have proven a promising local window into global system behavior.

Like behavior characterization, behavior control is difficult in a decentralized setting, and is not widely explored [142]. A system of local constraints with attributes defined over component interfaces [49] is one promising way forward. Another is to deploy a control swarm in parallel with the functioning swarm [83]. In some cases centralization may be unavoidable, and a fruitful avenue of exploration is how to combine centralized control where necessary with local control most of the time [40].

4.3 Formal Analysis of Self-Organizing Systems

Attempts to gain a formal purchase on self-organizing systems usually involve one or more of three critical dimensions: a vertical dimension (“emergence”) that relates lower-level and higher-level behaviors, a horizontal dimension (“organization”) that relates entities at a single level to one another, and a temporal dimension (“dynamics”) that explores how the system develops through time.

Emergence.—Perhaps the most widely recognized problem in dealing with self-organizing systems is emergence [147], which we define [103] as system-level behavior that is not explicitly specified in the individual components. Abstracted from software, the problem has a long history, forming the central focus of the discipline of
statistical mechanics (which seeks to relate the observed characteristics of materials at human scale to the interactions of atoms and molecules). This perspective allows the application of concepts such as entropy [57, 64, 100, 122], phase shifts [23, 121, 124], master equations [13, 79], and universality [101] to multi-agent systems. There are further insights to be gained from this approach. For example, the renormalization group [12] has the potential to illuminate understand discontinuities in the behavior of a self-organizing system. By considering the system as it approaches certain limits (for example, low agent density and high number of agents, allowing the use of a gas model [5]), we can place bounds on system characteristics of interest, offering “thermodynamic guarantees” [123] of system behavior.

The mapping from micro to macro behaviors is not symmetrical. To derive the macro behavior from the micro, we run simulations, or (in the appropriate limits) apply techniques from statistical mechanics, and these techniques are useful in system verification. Earlier in the design process, given a specified macro behavior, we need to find micro behaviors that will yield it. The best approach to this problem that we know consists of various forms of generate and test, such as synthetic evolution, which has been applied successfully to define local agent behaviors satisfying a macro specification [17, 96, 117]. This approach requires a system architecture whose representation lends itself to such evolutionary search [19].

An interesting facet of the vertical problem is the level at which goals are satisfied. Individually selfish agents may not yield good results at the group level. We need to develop ways to define and achieve “group-selfish behavior” [131], in which the system as a whole pursues objectives that may not be optimal from the point of view of the components. Insights into this objective may come from biology. The notion of the gene, rather than the individual, as the focus of natural selection [34] can be viewed as a process for favoring a well-defined group of agents (those agents possessing the gene) as opposed to individuals.

**Organization.**—The horizontal dimension explores the implications of studying which agents can interact with which other ones on the behavior of the whole system. The resulting graph structure is amenable to a variety of formal tools [86]. For example, useful definitions of autonomy and emergence can be formalized in terms of entropy on signals over the edges in the interaction graph [64], and usability can be defined in terms of similar measures on edges connecting the system to users [66]. It has been suggested [122] that the Laplacian spectrum of a network, which captures aspects of the graph’s modular and hierarchical structures, may facilitate formalization of the relation between these structures and dynamical processes such as distributed consensus, decentralized coordination and information dissemination [123].

**Temporal.**—Self-organization is a process that takes place through time, and an adequate formalization of self-organizing systems must support reasoning about the temporal dimension. In many cases, systems need to predict their own behavior in order to adapt appropriately [30, 63, 97, 102, 131], but the nonlinear nature of component interactions means that trajectories diverge over time, leading to a prediction
horizon [98] beyond which any prediction is essentially random. Estimating this horizon is critical to scoping the predictive activity of a system, and quantifying the uncertainty that is inevitable in a self-organizing system [123].

One approach to formalizing the temporal dimension is in defining formal languages to specify system development [7]. (At this point, one may invoke Epstein’s insistence on the formal nature of any computer program [45], since higher-level primitives nominated by a programming language do offer a useful abstraction that can give insight to the behavior of the system programmed in the language.) There are a number of examples that could inspire further work in this area, including languages modeling gene network development [43], term-rewriting systems modeling plant growth [110] and its generalization in MGS [129], Coore’s Growing Point Language for interconnect topologies [33], Nagpal’s Origami Shape Language [85], Werfel’s system for distributed adaptive structure generation [140], and Beal’s Proto system for spatial computing [8].

5 Relation to Conventional (Software) Engineering

Engineering of self-organizing systems has drawn much from the engineering of conventional software. In this section, we highlight some of the points of continuity and contrast.

Let’s begin with engineering in general. We have already noted the inappropriateness of the feedback control metaphor for a decentralized approach to self-organization. Nevertheless, the engineering of physical systems has a great deal to teach us. One example is how one handles noise. Engineering of physical systems, unlike conventional software engineering, devotes much attention to modeling and quantifying noise in the interfaces between components. Traditional software engineering assumes that noise (i.e., errors) can be eliminated, while other disciplines recognize that it is unavoidable and seek to damp it or provide for graceful degradation [9, 10]. Another example is the adaptation of methods for safety engineering to increasing the robustness and dependability of self-organizing software [39].

The notion of an architecture is a powerful way to engage the challenge of system composition and openness, providing a framework for algorithms and identify complementarities and system-level issues [141, 145]. Research on frameworks to provide interaction environments for components [3, 135] is a way to instantiate insights from an architectural approach.

There has been a historical shift in system analysis away from functional analysis and toward object-oriented system decomposition. Self-organizing systems benefit from this shift: system functions are usually distributed over many components, and even if some group of components specializes to support a function, that association happens dynamically, rather than being specified in the design [131].

The notion of design patterns provides a useful way to abstract individual self-organizing mechanisms so that they can subsequently be recombined in novel ways [127]. The approach has been applied to a number of mechanisms, including market based control [35], gradient fields [35, 72], predictive swarms [102, 144], replication,
collective sort, evaporation, aggregation, and diffusion [47]. It is instructive to observe that the last three patterns are sub-components of a pheromone approach to constructing gradient fields, highlighting both the value of this approach and the need for further development.

Closely related to this work is the application of SPEM [89] to facilitate the isolation and integration of method fragments [111], illustrated by isolating fragments from Adelfe, CUP, MetaSelf, General Methodology, and SDA, and then recombining them using PASSI.

Finally, engineers of self-organizing systems can take advantage of recent advances in iterative and incremental development [9, 77]. It is impossible to anticipate in advance the states accessible to a self-organizing system as it evolves in an open environment. As a result, the line between development and operation inevitably blurs [6]. The system must be specified in terms of desired performance and means of incrementally correcting deficiencies [7], constructing systems that grow and react rather than being constructed and controlled [122]. The need for this perspective is particularly strong in the verification and validation (V&V) of a system. Traditionally, successful completion of V&V is necessary before a system is deployed. Self-organizing systems require mechanisms for “run-time V&V” [11] that can continuously monitor the system’s performance as it reorganizes itself in response to unanticipated conditions. It is an open question whether run-time V&V can in fact be done in a fully decentralized manner, or whether some reference to an explicit model of system objectives is necessary. That is, a system can be engineered to organize itself to meet system objectives without carrying a model of those objectives, but it may be the case that it cannot report whether or not it is in fact meeting the objectives unless it has such a model, since the latter task is intrinsically reflective.

6 Conclusion

The engineering of self-organizing software is a challenging domain that has attracted a wide range of creative talent. In spite of the difficulty of the problem and the wide range of approaches, there are consistent themes and well-defined problems to focus future research. As the information universe becomes more distributed and decentralized, the difference between the engineering of self-organizing systems and that of other software will shrink, and the themes that are beginning to manifest themselves in the self-organizing community will be increasingly recognized as staples of software engineering in general.
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